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• When a relativistic electron passes through liquid water, collisions 
with the molecules produce secondary electrons.


• The primary electron’s path is negligibly affected by these 
interactions.


• These secondary electrons liberated are then free to interact with 
the water, and are characterized by their initial energy:


• Below 100 eV these electrons form spurs where the electron 
does not travel far from the point of its birth and the zone of 
interaction (including additional electrons created) is nearly 
spherical.


• Between 100 and 500 eV, a blob is a formed where the zone 
of interaction is not spherical.


• Above 500 eV and below 5 keV, the electron forms a  short 
track where additional blobs and spurs can be generated.


• Above 5 keV the electrons produced behave similarly to a 
primary track.


• The interactions between the electrons and the water molecules 
set the stage for chemical reactions that will later take place and 
influence the yield of H2, e-aq, and other products.


• The spatial distribution of the energy deposition events, the 
electron tracks, and the location where electrons thermalize are 
the quantities of interest for an electron simulation.
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place. To simplify this, there is an approximation called the continuous slowing down

approximation (CSDA) that ignores all of this fine structure. However, realistically the

track is actually a sequence of single primary energy transfer events which give anywhere

between two to three ion pairs. Historically, tracks have been broken down into a variety

of di↵erent events, depending on how much energy was deposited in the localized event.

The primary event is known as a ‘spur’, ‘blob’, ‘short track’ or ‘branch’ entity. [61,62] A

graphical cartoon representation of the entities is shown in Figure 1.5:

Spurs: < 100 eV

Blobs:  100-500 eV

Short Tracks:  < 5000 eV

Branches:  > 5000 eV

Figure 1.5: Graphical representation of the track structure and its various entities
of a high energy particle.

The first real characterization and denomination of the track entities made the following

distinctions: [62]

Spur: 6�100 eV Defined as ionizations that produce low energy secondaries which

will quickly deposit their energy in a highly localized area. These entities are

assumed to be spherical in dose distribution due to the theorized scatter that a

low energy electron experiences during the thermalization process. This is one of

the entities that makes up the core of a high energy or heavy particle track.

Blob: 100�500 eV Ionizations that produce electrons with low to intermediate en-

ergy. These entities are believed to be spherical at the lower end and spheroidal

towards the higher energy range. [63] Blobs are generated by knock-on collisions of

Electrons passing through water undergo a 
variety of interactions.

Figure Credit: M. Smith, “Computational Study of Low Energy Electrons 
Through Amorphous Ice and Gaseous Phase Water” (2018)



• Cross-sections, aka reaction probabilities, give the 
likelihood of different reactions taking place for an 
electron of a given energy.


• Large value for a cross-section means that 
interaction is likely between an electron and the 
medium.


• At energies above ~100 eV cross-sections for water 
are fairly well known/established.


• At lower energies several factors combine to make 
the cross-sections not well known:


• Quantum nature of electrons make a point 
description less tenable


• Electrons interacting with a collection of water 
molecules in a liquid, not a single, isolated 
molecule.


• Experiments are harder.

events for a variety of media,8,21-23 however, that formalism
does not provide sufficient information to partition the energy
loss events between the different electronic processes, ionization
and excitation. Furthermore, those simulations did not provide
information about the relative spatial dispositions of the energy
loss events.
Ionization. Ionization cross sections are available for gaseous

water, but not for the liquid. Therefore, an alternative parameter
is necessary to distinguish between the electronic collisions
leading to ionization and those resulting in excitation. Energy
loss by an energetic electron is frequently described using the
“optical approximation” in which the allowed electronic states
produced by the transfer of a given quantity of energy, Á, from
a high-energy electron are assumed to be the same as for the
absorption of a photon of the same energy. If this approximation
is taken to include the “nature” of the electronic collision, i.e.,
equivalent transitions to electronic states resulting in ionization
or excitation, then the energy-dependent photoionization ef-
ficiency of water, �(Á), can be used to evaluate whether an

ionization or an excitation results from a given energy loss. This
procedure is essentially equivalent to replacing f(Á) by �(Á) f(Á)
and approximating the mean free path between ionizations by

and the ionization cross section by

The energy dependence of the photoionization efficiency of
gaseous water has been measured experimentally in detail.30-33

Figure 1 compares the cross section predicted by eq 6 for
gaseous water with the ionization cross section for electrons
measured experimentally.34 The technique appears to work very
well for gaseous water, and the results suggest that similarly
calculated cross sections using the liquid-phase ionization
efficiency and dipole oscillator strength distribution will be
accurate. Limited measurements of the ionization efficiency
for liquid water are available for photon energies smaller than
9.2 eV.35 Comparison of the photoionization efficiencies for
the gas and liquid phases of water suggests a shift of 2.94 eV
to lower energy on condensation.9 In the following calculations,
the data for the gas phase have been shifted by 2.94 eV to lower
energy so as to mesh with the available measurements for liquid
water. Primary electronic energy losses smaller than ⇠20 eV
do not represent a significant amount of the energy attenuation
of high-energy electrons, and previous studies9 have shown that
the approximation used to extrapolate the ionization efficiency
from ⇠0.3 at 9.2 eV to unity at about 20 eV has little effect on
the results of a calculation for the ionization yield in liquid water.
The inelastic cross section for electronic collisions for liquid
water given by eq 4 and the ionization cross section given by
eq 6 obtained using the constructed ionization efficiency for
liquid water are compared in Figure 2. The cross section for
excitation is significantly smaller than that for ionization and
for energetic electrons, Ûionization ⇡ Ûinelastic.
Ionization from the 1b1, 3a1, 1b2, and 2a1 orbitals has been

shown to dominate the ionization processes in the gas phase.30
The relative cross sections of each of these states are used to
determine the final state of a given ionization event. In the
following calculations for liquid water, the relative cross sections
for the four orbitals, and their vertical ionization potentials, are
assumed to be the same as in the gas except for a 2.94 eV shift
to lower energy. The energy deposited in the positive molecular
ion created by the ionization event in both phases of water is
approximated by the vertical ionization potential of the orbital
from which the ionized electron originated.
Vibration-Rotation. While measurements of the cross

sections for energy loss to the vibrational processes are available
for gaseous water, data are not available for the liquid phase. It
is believed that condensation has little effect on the energy loss
to vibrational processes as the intermolecular forces are very
much weaker than the internuclear forces. Consequently, in
the following calculations it has been assumed that gas- and
liquid-phase cross sections for vibration are the same. Following
Hayashi,36 the total vibrational cross section is described in terms

Figure 1. Dependence of the electron impact cross sections of gaseous
water on electron energy. Theory: (bold s) total inelastic; (- -) total
electronic; (- - -) ionization; (- -) excitation; (s) vibration; (- - -)
elastic. Experiment: Hayashi36 (0) total inelastic; (O) total electronic;
(4) ionization; (3) excitation; (]) vibration; (+) elastic. Schutten et
al.34 (2) ionization.

Figure 2. Dependence of the electron impact cross sections of liquid
water on electron energy. Theory: (bold s) total inelastic; (- -) total
electronic; (- - -) ionization; (- -) excitation; (s) vibration; (- - -)
elastic. Experiment: Hayashi36 (]) vibration; (+) elastic.
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To simulate the behavior of the electrons we need 
cross-sections for the different interactions.

Pimblott, S. M., LaVerne, J. A., & Mozumder, A. (1996). Monte Carlo Simulation of Range and 
Energy Deposition by Electrons in Gaseous and Liquid Water. The Journal of Physical Chemistry, 
100(20), 8595–8606. http://doi.org/10.1021/jp9536559



• This distribution of thermalization distances has 
been theorized to be based on several distributions


• Gamma distribution


• Exponential distribution


• Maxwell distribution (called a Gaussian in the 
literature)


• Combinations of the above


• There is some debate on what the correct distance 
distribution is because of the uncertainties in cross-
sections at these low energies.


• It has also been claimed that the thermalization 
distance goes down with increasing water 
temperature.


• This is obviously counterintuitive because the 
density of molecules goes down with increasing 
temperature.


• The question is why this might be the case…

Letters The Journal of Physical Chemistry, Vol. 92, No. 24, 1988 6873

Figure 3. Distribution function P(R) of radial thermalization distances
for all subexcitation electrons (E0 Í 7.4 eV) in solid water, taking account
of their energy spectrum D(E0) given by eq 2.

malization lengths of photoinjected subexcitation electrons in liquid
water recently reported by Konovalov et al.20 This agreement,
in turn, greatly strengthens the credibility of our treatment of the
cross sections in this energy region.

In order to average (R) and (?) over all possible initial electron
energies E0, a knowledge of the energy spectrum of the subex-
citation electrons is required. For water (in the vapor or liquid
phase), Kaplan and Miterev21 have recently shown that the energy
distribution function Z)(£0) of subexcitation electrons is very
similar to that found for helium, provided an appropriate scaling
is made to account for the different values of the lowest electronic
excitation energy. Using the calculated spectra of Platzman5 and
Douthat22 for helium, we thus adopted here the spectral distri-
bution function

D(E0) =
0.053

7.4
+

181.2

(E0 + 8.3)3’
E0 < 7.4 eV (2)

Since we allowed for a possible dissociative attachment of the
subexcitation electrons to water molecules, some of the electrons
do not get thermalized. In fact, attributing all the so-called “other
energy losses" of Michaud and Sanche15 to the following resonant
dissociative electron attachment process

e" + HjO — HjO" —  " +   (3)

yields a proportion of subexcitation electrons undergoing reaction
3 which varies from 30.3% for E0 = 1.2 eV to 0% for E0 < 4.2
eV (see Table I). Using these proportions and the subexcitation
spectrum of eq 2, we found that 97% of the electrons in the
subexcitation energy range do not undergo the dissociative at-
tachment but instead become thermalized with an average
thermalization distance (75) = 12.8 nm and an average ther-
malization time (?) = 68 fs. The resulting spatial distribution
function P(R) for all the thermalized electrons is shown in Figure
3. As we can see, P(R) differs significantly from the function
f{R) which adequately fitted the distribution functions PEfR).
A satisfactory representation of P(R) could nevertheless be ob-
tained by using a sum of four such./(/?) functions with different
values of b, namely,

P(R) taJAR) (4)
(-1

where = 0.1953, bx = 1.27 nm, a2 = 0.2691, b2 = 2.59 nm,
 3 = 0.2242, ¿3 = 6.27 nm, <z4

= 0.3114, and ¿>4
= 17.35 nm.

Discussion
Our calculated electron thermalization distance distribution

can be characterized by two values: (i) the most probable value

(20) Konovalov, V. V.; Raitsimring, A. M.; Tsvetkov, Yu. D. Radiat. Phys.
Chem. 1988, 32, 623.

(21) Kaplan, I. G.; Miterev, A. M. In Advances in Chemical Physics·,
Prigogine, I., Rice, S. A., Eds.; Wiley: New York, 1987; Vol. LXVIII, p 255.

(22) Douthat, D. A. Radiat. Res. 1975, 61, 1.

of R, equal to 2.5 nm, and (ii) the average thermalization distance
(75) = 12.8 nm. The difference between these two values comes
from the long tail of the distribution which indicates that a number
of electrons travel relatively large distances from subexcitation
to thermal energies. Our value of (75) is larger than the ther-
malization lengths usually quoted in the literature for liquid water
which are in the range ~2-7 nm.6,7,13,14,23-27

The value of 68 fs obtained for the average thermalization time
is somewhat larger than the ~2 X 10-14 s time scale recently
proposed by Mozumder28 for electron thermalization in liquid
water. Our (?) value, however, is smaller than the observed
formation time of the hydrated electron at room temperature (~3
X 10-13 s).6-9 An interesting comparison can also be made with
the recent femtosecond experiments of Migus et al.9 which indicate
that a ~1.5-eV electron initially produced by photoionization of
water at 21 °C gets trapped in about 110 fs. This trapping time
is longer than our calculated electron thermalization time (?) s
34 fs for E0 = 1.5 eV (see Table I). Although important un-
certainties exist in both these calculated and experimental times,
the difference between the two values seems to support Mozum-
der’s conjecture that thermalization precedes trapping in liquid
water.28

A few words should finally be said about the dissociative
electron attachment process which we included in our simulations.
Although this process is well established in the vapor phase,29-31
it has only recently been observed in solid water by electron-
stimulated desorption experiments.32 In high-pressure gases, and
probably in the condensed phase, the hydride ions formed ac-

cording to reaction 3 react with the surrounding water molecules
via the very fast proton-transfer process

H- + H20 — H2 + OH- (5)
with a reaction rate constant of ~ 1012 M-1 s-1.33,34 It is worth
mentioning that reactions 3 and 5 do not significantly affect the
yields of eaq- and *OH since we found that only ~3% of the
subexcitation electrons give rise to the formation of   , H2, and
OH- through the dissociation of two H20 molecules. This pro-
portion of 3% is in remarkable agreement with the observed ratio

- are the initial yields of
0.50 µ    J-1),10 respec-

tively. Our results thus give a quantitative support to the hy-
pothesis that reactions 3 and 5 are responsible for the unsca-

vengeable initial yield of molecular hydrogen in water radioly-
sis.35,36

The present study calls for further investigation on three points.
First, it would be desirable to determine with more accuracy both
the electron scattering cross sections in condensed H20 at energies
below ~2.7 eV, and the energy distribution of subexcitation
electrons. Second, it would be interesting to examine how our
calculated electron thermalization distance distribution would
affect the modeling of the diffusion-controlled kinetics of the
various chemical species produced during water radiolysis. Finally,
the simulations should be modified to include the Coulomb at-
traction between the positive parent ion and the associated ejected
electron and to account for a possible recombination of the opposite
charges prior to the completion of the thermalization.

+ Gh2), where GHl and G
H, (~Oj016 umol J-1)25 and of e

" (~
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In most simulations below some cutoff energy, it 
is assumed that a solvated electron is randomly 
placed near the ionization event.

Goulet, T., & Jay-Gerin, J.P. Thermalization distances and times 
for subexcitation electrons in solid water. The Journal of 
Physical Chemistry, 92, 6871–6874.

3.2. Temperature dependence of the thermalization distance of
subexcitation electrons, DEA, and branching ratios of the excited water
molecule decay channels

The values of rth (for a definition of our average electron ther-
malization distance rth, see [7,9,10,12]) were obtained from com-
paring our computed time-dependent e!aq yield data to recent
picosecond ("60 ps to 6 ns) and conventional nanosecond (using
methyl viologen MV2+ scavenging of electrons) pulse radiolysis
measurements of the decay kinetics of e!aq at several different tem-
peratures between 25 and 350 !C [32] (see Figure 2, at 300 !C, for
the sake of illustration). Interestingly, fitting the kinetic traces
was critically dependent on the selected value of rth. Using this best
fitting procedure over the temperature range studied, rth is found
to remain relatively unchanged below "100–150 !C (and equal to
the rth value at 25 !C), but to decrease sharply at higher tempera-
tures (Figure 3). Noteworthy, rth/rth(25 !C) at 300 !C is equal to
"0.4, a value that is very close to that we adopted (while using a
totally different approach based on best fits of our calculated ‘es-
cape’ yields with experiment) in our previous studies on the radi-
olysis of water at high temperatures [7,13,33]. Moreover, the
observed decrease of rth above 100–150 !C is consistent with our
previous work [7]. Physically, it indicates that there is an increase
in the scattering cross sections of subexcitation electrons (those
electrons are known to be very sensitive to the structural order
of the surrounding medium, owing to their non-negligible delocal-
ized character; in various media, their scattering cross sections
have been shown to increase rapidly when the degree of order
diminishes [34]) that accounts for a decrease in the degree of struc-
tural order of water molecules due to an increasing breaking of
hydrogen bonds with temperature. This also suggests that the ef-
fect resulting from this electron scattering mechanism prevails
over that originating from a change in the initial spatial distribu-
tion of electrons in spurs due to the decrease in the density of pres-
surized water. Note that this latter effect led Swiatla-Wojcik and
Buxton [27], as well as LaVerne and Pimblott [28], to assume an in-
crease in rth at elevated temperature.

The observation of a marked discontinuity of rth around "100–
150 !C is clearly a novel finding. This peculiar behavior should

reflect some change in the structural characteristics of water at
these temperatures. More precisely, it tends to suggest that liquid
water undergoes a rapid alteration in its local structural order or,
equivalently, in its hydrogen bonding network, near 100–150 !C.
Such a result is obviously of critical importance in our understand-
ing of the radiation chemistry of water at high temperatures and in
turn also in its modeling. It could, for example, shed new light on
the mechanism by which the rate constant for the self-reaction
of e!aq drops at temperatures above 150 !C. Quite remarkably, cer-
tain indications exist in the literature from molecular dynamics
and Monte-Carlo computer simulations as to the presence of such
a loss of order in the molecular structure of water around 100–
150 !C. For example, Svishchev et al. [35] showed that at and above
200 !C the interstitial coordination in water disappears from the
spatial structure, indicating the loss of continuous H-bond network
beyond the first H-bond neighbors and the weakening of the corre-
lations between water molecules. Kalinichev and Bass [36] also
found that the average number of H-bonds per water molecule falls
below the percolation threshold for the continuous 3D network of
hydrogen bonds at the temperatures above 100–200 !C. Although
these calculations seem very supportive of our proposal on the sig-
nificance of the change in rth around 100–150 !C, work is planned
to further investigate water’s molecular geometry and the change
in the topology of intermolecular hydrogen bonding in this partic-
ular range of temperatures.

Building on our findings on rth and in the absence of other de-
tailed experimental information, we incorporated in our modeling
calculations a dependence on temperature of the DEA and of the
branching ratios of the different decay channels for excited water
molecules having the same functional characteristics as those of
rth (Figure 4). We believe that this is a reasonable approach since
these parameters should all be affected consistently by any change
(diminution) in hydrogen bonding at elevated temperatures. Such
a procedure also seems to be justified by the agreement we have
obtained between model and experiment. For example, as illus-
trated in Figure 4a, the DEA was taken constant up to "100 !C
(and equal to its value at 25 !C), and then increased rapidly up to
"200–250 !C to finally follow a linear variation with temperature
above "250 !C. We also assumed that the values of these parame-
ters at 350 !C were equal to those observed in water vapor (noting
that a depleted hydrogen bonding in the liquid with increasing
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Figure 2. Comparison of the experimental fast decay kinetics of e!aq in water (H2O)
at 300 !C and 25 MPa, with our Monte-Carlo simulation results. The value of rth was
obtained from a best fitting of the kinetic traces. The red line and the solid circles
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• We use cross-sections for amorphous ice as given 
by Michaud and Sanche (2000) for our simulations.


• For low (<25 eV) electrons, inelastic scattering is the 
dominant scattering mechanism.


• The inferior inelastic scattering modes correspond 
to translations, librations, bending, and stretching of 
the water molecule.


• Each of these interactions results in a loss of 
energy less than 1 eV for the electron.


• At higher energies excitation/ionization (particularly 
ionization) is the dominant interaction.


• The capture cross-sections are taken from Smith 
(2018) 


• This is the sum of low-energy capture and into a 
pre-solvated or solvated state or energetic 
capture into a resonance state.


• Near 10 eV there is a peak corresponding to the 
transient negative anion (TNA) resonance.

20 40 60 80 100
electron energy (eV)

10−6

10−5

10−4

10−3

10−2

10−1

σ 
(n

m
2 )

elastic
inelastic
capture
excitation/ionization

We use data from amorphous ice for low 
energy cross-sections

0 20 40 60 80 100
electron energy (eV)

10−7

10−6

10−5

10−4

10−3

10−2

σ 
(n

m
2 )

v′T (10 meV)
v′′T (24 meV) 
v′L (61 meV)
v′′L (92 meV)
v2 (204 meV)
v1, 3 (417 meV)
v3 (460 meV)
v1, 3 + vL (500 meV)
2(v1, 3) (835 meV)



• When an electron inelastically scatters, we use the 
anisotropy factor Ɣ reported my Michaud and 
Sanche (2000) to determine the exiting direction of 
the electron.


• Ɣ is the fraction of scatters that do not change 
direction, 


• (1-Ɣ) is the fraction of scattering events where the 
electron exits isotropically.


• Some inelastic scattering events are isotropic over 
the energy range we consider


• Others transition from isotropic to anisotropic.
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We perform Monte Carlo simulations for low-energy electrons using the following procedure

1. For an electron at energy E moving in direction (Θ,ɸ) we first compute the total cross-section as the sum of the inelastic, excitation/ionization, 
elastic, and capture cross-sections.


2. We then sample a distance to collision, d, from an exponential distribution with a mean-free path corresponding to the total cross-section

3. We move the electron a distance d along its current trajectory.

4. Decide what type of interaction based on the ratio of the inelastic, excitation/ionization, elastic, and capture cross-sections to the total cross-

section.


• If the interaction is elastic scattering, we sample a new direction (Θ,ɸ) uniformly on the unit sphere and go back to step 1.


• If the interaction is capture, we stop following the electron. If the capture is between 7 and 12 eV, we label it as TNA


• If the interaction is an inelastic scatter, we sample what kind of scatter it is based on the relative sizes of the cross-sections for each 
interaction.


• Then using the anisotropic factor we sample whether the electron does not change direction or needs a new, random direction (Θ,ɸ)


• The electron energy is decreased by the mean energy of the mode excited by the scatter and we return to step 1.


• If the interaction is excitation/ionization, we then decide if the interaction is excitation or ionization based on the ionization efficiency


• The ionization efficiency is considered to be 1 above 20 eV and linearly extended down to 0.3 at 9.2 eV (Pimblott, LaVerne, & Mozumder 
1996)


• If the interaction is an ionization, we sample the energy lost uniformly from 6 eV to 0.5E


• If the interaction is an excitation, we sample the excitation energy based on the valence transitions at 8.5, 10.4, 14.5, and 28 eV. The 
maximum the electron can lose is 0.5E in the interaction.


• Ionization/Excitation does not alter the electron trajectory, and we go back to step 1. 


• The electron is followed until it is captured or it slows down to an energy below 0.1 eV.



• We take 104 electrons at a given energy and 
compute their distance to thermalization.


• During the electron simulation we count all of the 
different processes that occur.


• We compare our results with Smith 2018 and Kai 
2015


• Exact agreement is not expected because it is 
not known how all of the energy losses and 
scattering angle changes were computed.


• At low energies all methods predict a peak in the 
thermalization distance (ours is the highest).


• Both our calculation and Kai predict a peak at 13-14 
eV.


• This peak is much smaller in the Smith 
calculation.


• We are higher than the other two calculations above 
20 eV.
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previous results.



• In the figure at right the solid lines are from our MC 
code, and the dashed line are from Smith.


• At low energies the number of inelastic and 
scattering collisions are the same in both 
calculations.


• At higher energies we predict that the number of 
collisions needed is higher.


• In particular several more inelastic and ionization 
collisions occur during thermalization.


• The greater number of collisions could be due to our 
calculation not removing as much energy from the 
electron per collision at these higher energies.
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The number of collisions by type will help 
illustrate the differences.



At different initial energies the distribution of thermalized electrons have different shapes.
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In these simulations all electrons started in the z direction. The plots project the electron’s final positions into the xz plane 
and compute the  probability density.



• Smith 2008 gives a distribution (at right) of the 
energy of electrons produced in a spur.


• Note that 1 eV is the most common energy of the 
electrons.


• We sample an electron energy from this distribution 
and then compute via MC the thermalization 
distance.


• This will give us the distribution of thermalization 
lengths expected to be observed in a spur.


• Smith’s calculated distribution and a Maxwell 
distribution matching the mean are shown at left.


• Despite having the same mean, the character of the 
distributions are very different.


• The Maxwell distribution underestimates the 
number of electrons with a very small 
thermalization distance.
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We estimate the distribution of thermalization 
distances by sampling initial electron velocities.
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Figure 3.3: Probability of a secondary electron becoming thermalized as a function
of the distance from the initial ionization. The Gaussian distribution used by most
current models does not accurately predict the probability of electron thermalization.

excitations become limited, due to the strong hydrogen bonding between neighbour-

ing molecules restricts the vibration, stretching and rotation of the individual water

molecules.

Previously, elastic collisions were thought to be the most common in this energy regime

because of the large relative cross-section compared to inelastic collisions in the gas

phase. However, on the contrary, elastic collisions play only a small role in determining

the structure of low energy electron tracks. Elastic collisions randomize the trajectory

of the electrons and thus the implication of their reduced contribution is the secondary

electrons generated in radiation tracks are ‘more directional’ then previously thought.

Consequently, the spatial distribution of reactants in a spur may prove not to be a

radially symmetric sphere as is usually assumed, but will depend on the initial direction

of the ejected electron.

Figure Credit: M. Smith, “Computational Study of Low Energy 
Electrons Through Amorphous Ice and Gaseous Phase 
Water” (2018)



• Using our MC calculations we get a larger mean 
distance than Smith (11.9 compared to 8.4 nm).


• On this plot we show an exponential distribution 
and a Maxwell distribution with the same mean.


• The exponential distribution matches the calculated 
results closely.
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Our MC results give an exponential 
distribution for the thermalization distance.



• Before we noted that it has been suggested that the 
thermalization distance goes down at high 
temperatures by as much as factor of 2.


• This is counterintuitive because the density of 
scatters (molecules) goes down at high 
temperatures.


• Here we compare room temperature density water 
(0.997 g/cc) and pressurized water at 350 ºC (0.575 
g/cc).


• If we just change the density the thermalization 
distance increases from 11.9 nm at room 
temperature to 20.6 nm.


• However, if we make all of the inelastic scatters 
isotropic at this high temperature we decrease the 
distance to 16.35 nm.


• This adjustment is not enough to explain the 
decrease in the thermalization distance, but it is 
pushing the distribution in the right direction.


• We will need another affect to explain that finding.
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Changing the temperature will affect the 
distribution of thermalization distances.



There are several other potential adjustments that could reduce the thermalization distance in the 
direction that is suggested by previous studies.

• The decrease in the dielectric constant with higher temperatures, would decrease the dielectric screening and increase the 
cross-sections.


•  The magnitude of this effect is something we plan on looking at.


• We also would like to include the recent data from the Signorell group at ETH in our simulations.


• Also, we can look into simulating the microjet simulations of the Suzuki group with our capability.


