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My Background

• I have been working on using data analysis techniques to understand how we can use 
computer simulation to make predictions including reasonable estimates of uncertainty. 

• I also helped to found a business that does data science/predictive analytics for 
retailers such as 
• J. Crew 
• Dick’s Sporting Goods 
• White Castle 
• Kroger 

• For marketing purposes, we also would do things like forecast the Oscars or opine on 
the NFL draft.  

• All of these ventures brought me into contact with the world of Big Data, Data Science, 
Machine Learning, and many other buzzwords.



Some Press



A Working Definition

• “Big Data” refers to the bleeding edge of data analysis for 
a particular field 

• Contains all of the data collected in the field 

• Is of a size that cannot be handled by standard tools 

• Has not typically been analyzed in totality before. 

• Has some sort of magic behind it. 
• Why else would someone use a term so vague?



Other Buzzwords: Data Science, Analytics, 
Predictive Analytics

• Another term that is used commonly is Data Science: 
• This is a blend of computer science, statistics, signal processing, etc. 
• Wide but not deep – the term statistics should usually suffice. 

• Analytics, Predictive Analytics 
• Analytics comes from the business world and historically referred to reporting, 

dashboards, etc.   
• How many widgets did we make in each factory today 

• Predictive Analytics combines statistical models with analytics to get more 
information than raw numbers and summaries. 
• Basically statistics on top of a database.



Domain Dependence

• What is Big Data to a farmer is not Big Data to an analyst at Facebook 
• Gigabytes of weather data v. Every interaction each of the billions of users of Facebook has 
ever had with the site 

• In Science and Engineering there are also differences in domain 
• The Large Hadron Collider 3 GB/s 
• Simulation run for engineering design ~GBs/day 

• Also, the means and abilities to process data will vary based on the domain. 
• Facebook, Google, etc. use large computing clusters to analyze data



Velocity - Variety - Volume

• Big Data typically refers to a combination of these being large, and potentially all 
three being large. 

• Velocity refers to the speed at which the data is created. 

• Variety refers to the kinds of data that are created  
• Structured/Unstructured 
• Text, images, audio, video, sensors 
• Social Media 

•  Volume refers to the amount of data. 

• All of these can cause issues in data analysis.  

• The definition is also evolving because what was Big Data five years ago is not 
necessarily big today.



“Data does not need to be Big to be Powerful”



It is not the size of the data, but how you use it.

• Despite the number of people talking about using data to 
improve outcomes, there is much more talk than use of 
data. 

• Most businesses/researchers are collecting large amounts 
of data, but are lost when it comes to using it. 

• Building more and more haystacks, but no one is looking 
for the needles. 

• It is possible to make an impact by extracting small data 
sets from the vast lake of data in an organization.



How to Apply Data Science



Data science is an 
iceberg.

• The results that the outside world 
sees represents a small fraction 
of the total work.


• Often one spends more time 
collecting, cleaning, organizing, 
and exploring the data than 
building sophisticated models.


• A data scientist is skilled in the 
areas of data collection, 
processing, statistical modeling, 
visualization, and implementation.


• Few people have all of these 
skills; almost no one is an expert 
in all of them.



What is the role of data in an organization

• This is the key question to ask and to answer 

• Are data-driven decisions valued? 

• Is data used to justify decisions that have already been 
made? 

•  For any important decision, we should ask  
• What data supports the decision? 
• What data do we wish we had to make a scientific 

decision? 
• Are we going to be able to assess this decision later?



Use data to make humans more effective

• Find the easy decisions and make them automatic 
• Don’t spend time on the easy decisions. 
• If all the data and models agree, the decision should 

be easy.  

• Deliver the data and models to support the difficult 
decisions 
• Data and models point to different decisions 
• Here is where the human intervention is necessary 

• Processes should be set up to make it clear which 
decisions are which



Data scientists are most effective when they can 
find the important problems.

• The most valuable data scientists are given direction 
according what the important metrics in a firm are. 

• The data is available in an easy to deal with format 

• Not usually the case. 

• Explore the data for relationships that can be exploited to 
improve the performance of a business. 

• The organization must also value the insights from data.



Geospatial Data Science 

Location Matters 



Location Data Presents a Unique Opportunity

• Location can be very 
powerful 
• The stores/restaurants/

banks you go to are 
likely strongly 
influenced by location 
• Even more than 

other factors (price, 
quality, etc.) 

• One can learn a lot about 
a process or behavior by 
combining location with 
time series data. 
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Forecasting Performance by Location
Prospective Site Report: 4270 Morse Rd., Columbus -- Projected Unleaded Volume 3,107K -- farsite score 5

Drivetime 
(Minutes)

Population Daytime 
Pop.

0-3 4,679 2,603
3-5 9,756 5,436
5-7 15,056 8,157

Drivetime (Minutes) Med HH Inc Commuters
0-3 65,583 2,419
3-5 67,728 5,014
5-7 68,205 7,582

Drivetime (Minutes) Median Age Pop Growth
0-3 34.0 -2%
3-5 36.0 3%
5-7 35.0 5%

Competitor Count Closest Drivetime
7-11 1 4.50
Chevron 4 3.80
Exxon 3 4.30
Speedway 3 5.10

Prospective Site
Exxon
Speedway
Chevron
7-11
Trade Areas - 3 Minute Drive Time
Trade Areas - 3-5 Minute Drive Time
Trade Areas - 5-7 Minute Drive Time

page 1/3



Growth Forecasting for Private Equity/Investment Banking

• Here we estimate market size for regions of the entire USA where there are no competitors within 
100km. 

• We have divided the nation into 30 km x 30 km tiles and analyzed all of them to produce this map.

Addressable Population - High (Above 1100)
Addressable Population - Above Average (152.5 to 1100)
Addressable Population - Average (21.5 to 152.5)
Addressable Population - Below Average (3 to 21.5)
Addressable Population - Low (Below 3)



Data Science to Predict the Oscars 

Bringing Data to the Academy Awards



The academy awards (Oscars) are 
presented every year to the 
recognize excellence in movies.

• The Oscars are voted on by a panel of movie 
industry professionals known as the Academy of 
Motion Picture Arts and Sciences (e.g. directors, 
actors, producers, writers, editors, etc.).


• There are 24 awards with 6 being the major 
awards:


• Best Picture


• Best Director


• Best Actor


• Best Actress


• Best Supporting Actor


• Best Supporting Actress


• Each award has 5 nominees (Best Picture has 
8).



The Oscars are voted via secret ballot by the 7,000 
Academy Members

• We as movie lovers wanted to predict the outcome of the 
awards using our data science and machine learning 
tools. 

• Problem: No polls of Oscar voters exist. How can we tell 
what the voters will do? 

• One way would be to look at the film awards from other 
organizations such as the Golden Globes or the Critics’ 
Choice Awards. 
• This could correlate with the Oscar voters but the 

voters for these awards are different people.



The Oscar voters do tell us what they like, in a way.

• Each part of the movie industry has “guild” awards given by voters 
made up of every worker in that role: 
• Screen Actors Guild Awards (every actor/actress votes) 
• Producers Guild Awards (every producer) 
• Writers Guild of America Award (every writer) 

• Each of these awards has voters that also will be Academy Awards 
voters. 
• Therefore winners of these awards give us a signal for how voters 

from each category will vote. 

• Also, in the past global “prediction markets” where traders bet real 
money on the outcome of events. These could include insider 
betting from Academy voters.



The hard part was collecting the data and putting it 
in a useful form.

• I started doing this in 2012 so I had to do scrape a lot of this data myself. 

• I needed the winners and nominees in each of the 6 categories for the past 30 years from  
• The Oscars 
• The guild awards 
• The other awards (Golden Globes, etc.) 

• Most of the awards data was scraped using Python and Wikipedia. 

• I also needed information about each film: the running length, the stars, type of film (comedy, 
drama, …)  
• The websites Rotten Tomatoes and IMDB were helpful here due to their APIs 

• We wanted all this data so we could look for important indicators of winning an Oscar.  
• Does a film being nominated in multiple categories increase the chance of winning a specific 

award? 
• Is it better to have multiple actors/actresses nominated from a film for the lead to win a Best 

Actor/Actress award (or is it the opposite)? 
• Does being nominated or winning the award previously matter for individual awards. 



One variable we looked 
at was Movie Earnings

• In particular, do winners of the 
Best Picture Oscar have 
greater earnings per cost?


• It appears that winners of the 
Best Picture Oscar do better in 
terms of profit, than other 
nominees.


• However, this is not predictive 
because some of the ticket 
sales occur after the film wins.



Rotten Tomatoes and 
the Oscars

• Rotten Tomatoes is a website 
that aggregates the critics 
reviews for a movie, as well as 
user submitted reviews.


• A movie gets a Critics Score 
(1-100) and Audience Score 
(1-100) indicating the 
percentage of favorable 
reviews by critics or the 
general public.


• Once again, we cannot 
separate reviews from before 
the awards with after.



We built a multinomial logistic regression model to 
predict the winners.

• For each category the key variables were chosen by identifying which had the 
strongest predictive power. 

• Then we created models that were the best predictions given which other 
awards have been given. 
• Right after the nomination, we had a model that was based on only 

characteristics of the movie and the other nominations. 
• After, for example, the Producers Guild awards some models would be 

updated to include that variable. 

• The models have the form
 

• The coefficients and the variables in the model changed as the  

• Therefore, our prediction varied over time as more data was available.

prob. of winning = f (c + β1(won award A) + β2(# of nominees) + …)





In 2013 Our Model Predicted 5/6 
Categories Correctly.

• The categories of Best Actor, Best Actress, and Best 
Supporting Actress were widely predicted in other 
sources.


• Argo as best picture and Christoph Waltz as best 
supporting actor were correct picks that most other 
pundits 


• We (and almost everyone else) incorrectly picked Steven 
Spielberg over Ang Lee.


• Other predictions: Atlantic magazine (4/6), New York 
Times (5/6), Nate Silver, 538 (4/6).



We went  6/6 in 2014 It was an “easy” year however with no upsets.



And now some Science: Improving Fusion 
experiments with Machine Learning



Inertial Confinement fusion attempts to create a sustained, 
controlled nuclear fusion reaction in the laboratory.

• Or asks the question: what can we do if we take the 
energy from a laser this size

And focus it here in 20 ns.

Image credits:  atomicinsights.com and wired.com



National Ignition Facility fires 192 laser beams at a target to 
compress a pellet of cryogenic hydrogen to high-density

• The process involves lasers heating the gold 
to plasma temperatures. 

• The gold plasma radiates x-rays that heat the 
edge of the fuel pellet. 

• Ablation of the pellet drives a shock wave into 
the fuel. 

• The converging shocks and compression of 
the fuel lead to ignition of the fusion reaction. 

• The fusion products are helium ions and 
neutrons.



Magnitude of implosion is a remarkable feat.

• High implosion velocity  

• 300 – 450 km/s 

• Compression ratio 
• 20-40x in radius 
• Volume reduced by 30,000x 

• Stagnation pressure ~100 Gbar 

• Each NIF shot begins at 16 K and 
ends at 50 million K 

DT shot N120716 @ bang time
Diameter < human hair thickness

2mm

Image: Steve Obenschain 



The Trinity Open Science I Database was the largest ever  
created for ICF simulations

• 3-shock HDC Ignition Design  
• HYDRA 2D Capsule (D. Ho) 

• Varied 9 parameters 
• Time-varying drive asymmetry 

• Legendre Modes P1, P2, P4 
• Time-varying drive amplitude 
• Capsule gas fill density 

• Successfully completed over 60k simulations, 39 Million CPU Hours (Trinity 
@ LANL), 
5 PB Raw Data, 100 TB Processed & Zipped

P1 P2 P4

Goal: build surrogate model and search 9D 
design space for a high performance 

implosion 



Data Points

Surrogate

Surrogate models are fits to simulation data

Data Points

Surrogate

• Trained on data of arbitrary 
dimensionality


• Quickly estimate result where 
no data exist


• Examples:


• Polynomial curve fitting


• Power laws 


• Random forest regressors


• Neural Networks

Surrogates are fast approximations to expensive 
simulations



• Goal: search for a high 
yield “plateau” in design 
space (if one exists)

Surrogate model can help quantify implosion 
robustness

Search for 
This

Avoid 
This

Contours of Yield

Peak Power Multiplier
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• Goal: search for a high 
yield “plateau” in design 
space (if one exists)

Surrogate model can help quantify implosion 
robustness

Contours of Yield

Peak Power Multiplier
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r▪ Use surrogate to quantify 

robustness of yield to 
perturbations 
▪ Pick a point 
▪ Randomly perturb many times (1000) 
▪ Count fraction of random samples 

that surrogate says achieve high yield:

A robust design ignites when 
perturbed

Robust to 
perturbations

Not robust to 
perturbations

Contours of Yield



Contours of Yield

Surrogates enable rapid search through design 
space for a robust, high yield implosion

Search requires 5 million 
surrogate evaluations:

~many million CPU hours 
on Trinity for HYDRA

OR
~an hour with the 

surrogate

Peak Power Multiplier
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High yield implosions characterized  by shapes that 
are typically not round

• A central tenet of inertial 
confinement fusion is that 
spherical implosions are best.   

• Using the random forest 
regression model, determine 
where in input space are the 
largest, most stable yields. 

• Using machine learning we are 
questioning long held beliefs of 
the community. 

• Artificial intelligence discovered 
how to do fusion.
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Squash the Pellet from the side and then from the 
top to get higher fusion yield.
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Burn-Off Configuration at Peak Energy Production

2. Positive P2
P

 
prevents jets 

from escaping

3. Coaxial, 
counter-

propagating 
vortex rings 
are formed

Flows circulate 
into hotspot at 
equator, out at 

the poles.

Images: L. Peterson

1. Negative P2
R 

compresses 
capsule into a 

“sausage” shape, 
creating axial jets 

Petersen, Humbird, et al., Physics of Plasmas > Volume 24, Issue 3 > 10.1063/1.4977912



Two families of high performing implosions: round 
(blue), time-varying P2 ovoid (red). 

Inputs:P1, P2 
(T,R,P)

, P4 : asymmetry perturbations. A(T,R,P): drive magnitude; AG: gas fill density. 
(Trough-end of first shock, Rise to peak laser power, Peak drive.)

Laser drive 
conditions

Final 
shape

outputs



Data Science is truly an Interdisciplinary Endeavor

• It is interdisciplinary in the underpinning tools: 
• Statistics 
• Computer Science 
• Mathematics 
• Engineering 

• Data Science and Machine Learning can be applied to a variety of fields 
(interdisciplinary in application). 

• This is a great field to work in for those that love new challenges, and 
being generalists (in the best sense of the word).  
• Can always apply your skills to new problems. 
• Need to know a lot about a range of topics. 

• These skills are also clearly in demand worldwide.





My books

210 11. CURVE FITTING

11.4.1 Power Law Models
It is also possible fit power-law models using similar manipulations. The function

f (x) = axb ,

can be transformed to a linear, additive model by writing a function

lnf (x) = lna + b ln(x),

that is we take the natural logarithm of x and f (x) to get a linear function. Such power laws
appear in all kinds of natural data. One, perhaps unexpected, place a power law appears is
in the number of words used with a given frequency in language. In English it has been con-
jectured that the 100 most common words make up 50% of all writing. Another way to look
at this, is that there are a small number of words that are used very frequently (e.g., the, a,
and, etc.), and many words that are used very infrequently (e.g. consanguine or antideriva-
tive). Therefore, if we look at any work of literature we expect there to be thousands of words
used one or two times, and a few words used thousands of times. To demonstrate this we can
look at the word frequency distribution for that venerable work of literature Moby Dick. The
next figure is a histogram of word frequency in Moby Dick. For example, there are approxi-
mately 104 words that are only used once in the book out of the 17,227 unique words in the
book.

The word “the” was used over 10,000 times.
For this data, we want to fit a model as

Number of words with a given frequency = a(Word Frequency)b .

This will require us to make the righthand side of the least square equations equal to the
logarithm of the dependent variable, and place the logarithm of the independent variable in
the data matrix. The resulting model for Moby Dick is

Number of words with a given frequency = 7.52(Word Frequency)−0.94.

386 21. INTRODUCTION TO MONTE CARLO METHODS

"""
thetas = np.random.random(N)
x = -np.log(1-thetas)/Sig_t
transmission = np.sum(x>thickness)/N

#for a small number of neutrons we’ll output a little more
if (N<=1000):

plt.scatter(x,np.arange(N))
plt.xlabel("Distance to collision")
plt.ylabel("Neutron Number")

return transmission

B O X 2 1 . 1 P Y T H O N P R I N C I P L E

NumPy can generate random numbers
from a variety of distributions. The most
common two we use for Monte Carlo simu-
lations are np.random.random(N), which
gives N random numbers between 0 and
1, and np.random.uniform(lower, up-
per, N), which gives N random num-

bers between lower and upper. For both
of these there are single-value versions in
the random library: random.random() and
random.uniform(lower, upper). In the
np.random and random libraries there
are more exotic distributions built-in as
well.

To test this function we will execute it with a small number of neutrons and look at where
the collisions take place. The function will make a graph showing where neutrons had a
collision if the number of neutrons is less than or equal to 1000. This initial run will use 1000
neutrons to test this feature.
In [3]: #test the functionwith a small number of neutrons

Sigma_t = 2.0
thickness = 3.0
N = 1000
transmission = slab_transmission(Sigma_t, thickness, N)
print("Out of",N,"neutrons only",int(transmission*N),

"made it through.\n The fraction that made it through was",
transmission)

I have three books available:
Uncertainty Quantification and Predictive Computational 
Science from Springer https://www.springer.com/gp/book/
9783319995243

Computational Nuclear Engineering and Radiological 
Science Using Python from Academic Press   http://a.co/
2HdisVb 

Radiation and You is a children’s book (ages 7-13) with lots of 
pictures about how radiation is all around us and how it is 
used.  It is available from Orion Scientific Publishing  http://
a.co/92FpGeK

3.2 Copulas 63

In Figure 3.4 two uniform distributions are joined by a t-copula with r = 0.8 are
shown. Notice how there is a clear correlation between the two random variables
and, as a result, a clustering in the corners of the distributions. Also, there are more
samples farther off the diagonal than in the normal case. This is due to the fact
that the t-distribution with a small value of n has more kurtosis than a normal dis-
tribution. Therefore, it is more likely to get anti-correlated values as samples. The
fact that the t-copula has tail dependence can also be observed in this figure in the
concentration of points near the lower-left and upper-right corners.

The tail dependence can be seen even more clearly if we use a t-copula to couple
two normal random variables. In Figure 3.5 the t-copula and normal copulas are
compared. Here, we see that the tail dependence appears as the area that the samples
occupy narrowing as the upper right and lower left corners are approached in the t-
copula, but this not present in the normal copula. This discrepancy in the tails exists
even though both distributions have the same value for t and the same marginal
distributions for X and Y . The change in the underlying distribution as a function of
r and n is shown in Figure 3.6. In this figure two standard normals are joined by a
t-copula. As t increases the tail dependence between the distributions increases.
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Fig. 3.5 Samples from standard normal random variables X ⇠ N (0,1) and Y ⇠ N (0,1) joined
by a t-copula with r = 0.8 and n = 4 (left) and the normal copula with r = 0.8 (right) . From these
104 samples the empirical value of t and the predicted value from Eq. (3.19) are shown also. Note
the tail dependence in the t-copula that is lacking in the normal copula: when one variable is close
to ±4 the other variable is also likely to be close to ±4.182 8 Reliability Methods for Estimating the Probability of Failure

which implies s1 = 2, and s2 = 3. Because the distributions are normal, the value
of s 0

i and µ 0
i are constant over the iterations. The value of Qfail used in this example

is 100. The value of the gradient for this problem is
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�
6x2

1 +10x2 +1,10x1 +9x2
2 +1

�
,

and
—YQ =

�
12x2

1 +20x2 +2,30x1 +27x2
2 +3

�
.

●

●

0.05

0.2

0.5
0.791

o

−2

0

2

4

−4 −2 0 2 4
x1

x 2

Iteration
● 0

1
2
3
4

Fig. 8.6 Plot of the convergence of the AFOSM method to the most probable point of failure for
several starting points. The solid curve is the failure surface, below which Q(X)< Qfail. Ellipses of
different of magnitudes of YT(X)R�1Y(X) are drawn to show that the most probable failure point
touches such an ellipse. AFOSM computes b 2 ⇡ 0.791.

The results from applying AFOSM to this problem are shown in Figure 8.6. The
results for two different starting points are shown. In these results we can see that
during the iteration procedure that the iterations do not necessarily stay on the failure
surface if it starts there (see iterations that start at the top left). This is due to the
linear approximation of Q(X). In the results we see that the value of b computed
by the method is indeed the value of b 2 = YT(X)R�1Y(X) such that the ellipse
touches the failure surface.

For this problem, using b = 0.889, the estimated failure probability is 1 �
F(b ) = 0.187. A 106 Monte Carlo sample gives 0.202 for the failure probabil-
ity, a relative difference of about seven percent. Using basic FOSM, we get that the
probability of failure is functionally zero, because the estimate of b from Eq. (8.5)
is 14.6. For this problem, AFOSM is necessary to get a reasonable approximation
of the failure rate because the nominal design point X = (0.1,0� 0.5) has a value

��

3BEJBUJPO GPS USBOTQPSUBUJPO

5ISFF OVDMFBS�QPXFSFE
TIJQT
 644 &OUFSQSJTF 	CPU�
UPN

 644 -POH #FBDI
	DFOUFS
 BOE 644 #BJO�
CSJEHF 	UPQ
 TBJMJOH JO UIF
.FEJUFSSBOFBO 4FB� 4BJMPST
PO UIF &OUFSQSJTF BSF TUBOE�
JOH UP GPSN &JOTUFJO�T
GBNPVT FRVBUJPO� E = mc2�

/VDMFBS QPXFS DBO BMTP CF VTFE UP QPXFS TIJQT BOE PUIFS UZQFT
PG USBOTQPSUBUJPO� *O UIF OBWZ
 OVDMFBS SFBDUPST QPXFS TVC�
NBSJOFT BOE PUIFS TIJQT
 TVDI BT BJSDSBGU DBSSJFST� 5IF VTF PG
OVDMFBS SFBDUPST JO TIJQT BMMPXT UIFN UP HP B MPOH UJNF XJUIPVU
OFFEJOH NPSF GVFM� 4PNF OVDMFBS TVCNBSJOFT EP OPU OFFE UP CF
SFGVFMFE GPS �� ZFBST�UIF GVFM MBTUT MPOHFS UIBO UIF TIJQ JUTFMG�
"MTP
 CFDBVTF OVDMFBS SFBDUPST EP OPU OFFE PYZHFO UP QSPEVDF
FOFSHZ
 UIFTF TVCNBSJOFT DBO TUBZ VOEFSXBUFS GPS B MPOH UJNF�

/VDMFBS FOFSHZ JT BMTP VTFE UP QPXFS TQBDFDSBGU� .BOZ PG UIF
TQBDFDSBGU TFOU PVU GSPN &BSUI IBWF SBEJPBDUJWF BUPNT� 8IFO
UIFTF BUPNT EFDBZ
 IFBU JT QSPEVDFE
 BOE UIJT IFBU JT VTFE UP QSP�
EVDF FMFDUSJDJUZ
 MJLF B OVDMFBS CBUUFSZ� " DPNNPO SBEJPBDUJWF
BUPN JO UIFTF OVDMFBS CBUUFSJFT JT QMVUPOJVN����
 XIJDI JT QSP�
EVDFE JO OVDMFBS SFBDUPST� /VDMFBS CBUUFSJFT DBO HJWF QPXFS GPS
EFDBEFT� 5IF 7PZBHFS QSPCFT IBWF CFFO XPSLJOH GPS BMNPTU ��
ZFBST PO OVDMFBS CBUUFSJFT BOE TUJMM TFOE NFTTBHFT UP &BSUI�

5IF /FX )PSJ[POT TQBDF�
DSBGU USBWFMFE GSPN &BSUI UP
1MVUP JO KVTU PWFS OJOF ZFBST�
5IF TQBDFDSBGU XBT QPXFSFE
CZ B QMVUPOJVN���� CBUUFSZ�
5IF NJTTJPO UP 1MVUP XBT
GVFMFE CZ QMVUPOJVN�

← 5IJT JT B QJDUVSF PG UIF
644 .JDIJHBO
 B OVDMFBS�
QPXFSFE TVCNBSJOF
 XIJMF
BU B EPDL� 5IJT TVCNBSJOF
DPVME TUBZ BU TFB GPS �� EBZT�

5IJT QMVUPOJVN���� XBT
DSFBUFE GPS B OVDMFBS CBUUFSZ�
*U JT HMPXJOH CFDBVTF UIF
SBEJBUJPO JU QSPEVDFT NBLFT
JU IPU�

https://www.springer.com/gp/book/9783319995243
https://www.springer.com/gp/book/9783319995243
http://a.co/2HdisVb
http://a.co/2HdisVb
http://a.co/92FpGeK
http://a.co/92FpGeK

